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INVESTIGATIONS OF NATURALISTIC DECISION MAKING AND THE RECOGNITION-PRIMED

DECISION MODEL

EXECUTIVE SUMMARY

This monograph reviews 3 years of research concerned with hoir experienced
personnel make decisions in operational settings characterized by real-time
information processing, shifting goals, and high-risk consequences.

The study combined field studies with experiments designed to test
specific hypotheses. Study domains were selected so that findings would have

high potential for generalizing to military command-and-control decision
making. Critical Decision interviews were carried out with experienced
personnel including urban fire ground commanders, wildland fire incident
commanders, and U.S. Army tank platoon leaders. Interviews were designed to

elicit information about the cues, goals, and option evaluation strategies
used by these personnel. Based on these interviews, the relationships among

such factors as time pressure, experience level, and group interactions were

explored.

The results of these studies have been used to develop a Recognition-
Primed Decision (RPD) model of decision making. This model contrasts with

current normative and prescriptive models of decision making, and the
implications of this alternative framework are explored. The findings that we

consider most important are

* Experienced decision makers come to rely more on situation assessment,
while novices rely more on option evaluation strategies.

* Situation assessment seems to involve schematic or prototypical
knowledge of cues, goals, and expectancies that apply to a given class

of events. Current cognitive research paradigms have aoc addressed
how complex decision events are classified.

* Whereas experts and novices notice the same cues in a sittetioa,

novices draw fewer inferences based on these cues. No ea tern to
miss the tactical implications of situational cues.

* At least in the domains studied here, decisions are most ikety to be
made without any conscious deliberation between option alternatives,

* When deliberation does occur, decision makers are more likely to use
serial evaluation strategies than concurrent evaluation of options.

Serial strategies appear to offer a means of minimizing the
calculational burden, as well as maximizing the speed with which a
deGeiStor way Le iuipIUIeei~ed.
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" Serial evaluation is associated with satisfying rather than optimizing
strategies, and is preferred under time-pressured conditions.

" Options are frequently evaluated through the use of images or a
"mental model" that operates as a simulation for judging whether an
optior will be successful in a specific case.

" Expert decision makers rely on a process of "progressive deepening" or
reasoning into the future.

* Analogical reasons is infrequently reported, which suggests that the
processes involved in selecting and using analogues are relatively
automatic and unconscious.

" When analogues are used (often to address aspects of a problem that
are not routine), they are critical to option selection. Thus,
inappropriate analogues are a primary cause of errors.

* Time pressure does not affect the quality of decisions made by experts
as much as novices, because experts rely more heavily on rapid
recognitional processes.
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INVESTIGATIONS OF NATURALISTIC DECISION KAKING AND THE
RECOGNITION-PRIMED DECISION MODEL

I. INITODUCTION

This is the final report' for the program of research entitled

"Analogical Decision Making" sponsored by the U. S. Army Research Institute

for the Behavioral and Social Sciences which began in July, 1985 and ended in

July, 1988 (MDA903-85-C-0327). The goal of the project was to investigate

decision making in operational settings and to develop theory relevant to Army

needs. The research approach has relied primarily on obtaining and analyzing

verbal protocols of decision events from experienced personnel. We have

refined and modified both our data gathering and our analytic methods

throughout the course of the project, so that the methodological development

has formed a significant part of the research effort. Throughout the project

we have attempted to blend features of naturalistic field investigation with

the theor;: and hypothesis testing of behavioral decision making and cognitive

psychological research.

Seven separate projects were carried out under this program. Field

studies of command-and-control decision making included one on fire ground

command decision making, one on wildland fire incident command, and one on

U.S. Army tank platoon battle management. An experiment designed to test the

effect of time pressure on decision quality was carried out using chess as the

decision task. One project reviewed protocols from all of the field studies

for evidence of analogical reasoning, and proposed a preliminary taxonomy of

the functions of analogues in decision making. One project involved an

extensive literature review relevant to the categorization of natural decision

events. The review formed the basis for a doctoral dissertation proposed to

IPortions of this report appear in Klein, G. A. (In press). Recognition-
primed decision. In W. Rouse (Ed.), Advances in Man-Machine Systems Research,
5. Greenwich, CT: JAI Press, Inc.



research the effect of context on event classification. The most recent study

obtained think-aloud protocols of fire ground command decisions during

simulated incidents. This effort allowed exlprimental verification of

hypotheses generated on the basis of previously obtained interview data.

All but one of these projects have been reported previously in technical

reports and published articles. Rather than providing an extensive review of

each of these projects, it seems more appropriate to provide an overview of

those findings that have had the most impact on theory development or

itpplications. Complete citations for each of the referenced studies are

provided, but the interested reader may also wish to refer to the iitles and

summaries of these reports that are provided in Section IV. The single

previously unpublishcd study is included as Appendix I.

The remainder of this report is organized by topics and will not attempt

L o explain experimental procedure, and results in detail or retain the

chrorclogical] developmenL of the ideat.

The Need for Descriptive Models

The idea that provided the major impetus for the research in this

project was that models and research methods in behavioral decision research

have been too focused on the analytic processes involved in comparing and

s-lecting from among a predefined set of options. Many laboratory decision

tasks are based on some variation of a gamble between two clearly defined bets

or alternatives. Even in tasks where multiple options are available and

multiple attributes are considered in the evaluation, both the options and the

evaluation dimensions are well-defined and remain constant over the course of

the decision problem.
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Clearly, "real life" decisions rarely come s- neatly pI:ktged. Before

alterratives can be evaluated or even identified, the decision must be franed

or structured in some way that enables relevant goals to be. identified and

appropriate options to be generated. Moreover, the structu.-, of the decision

may change over time as events change and/or a new underst.cd rig of a decision

problem is achieved. Although the limitations of standard dLcJ.sion research

paradigms have long been recognized, there remains a lack o- 3ystematic

research relevant to dynamic and ill-defined tasks (e.g. E._elrner & Allard,

1936; Fdwards, 1962; Gettys, 1983; Rapoport & Wallsten, *'}7

Our primary interest has been on task domains that s,,'e the essential

characteristics of command-and-control decision making: Lnvoiving high-level

integration of near real-time information for the purpc. : of deciding how best

to utilize force application in a "battle" environment %nder varying degrees

of uncertainty and time pressure (cf. Wohl, Entin, Kl:'..' & Pattipati,

1984). CuJjibide! tiie-iie texwilpleb U1, deci2:iio eveIjL13:

An incident commander is charged with contic.-JinL a fire
raging through 18,000 acres of forest and .ngcltnid.
This fire has been burning for several day:. -,fen a
fortunate break in weather conditions allci-s i c. .nce to
renew attack efforts which have had to be I eg ,i
defensive for the past two days. In consu :-tvan with 'is
five experienced staff officers, he beginou ;-! -ession that
will determine where to place a fire contr-, l,,.ie.
Reports from air and ground surveillance 'i*. I s sd as a
basis for nsideri nv vrious pnanic-zts , dir fPt.
attack, weighing such factors as the lin", ' -1th required,
equipmrent and manpower proximity, whether or not
bulldozers could be used or hand crews v.j:;.td bx required,
danger if efforts fail, the political ramificaiions of
letting the fire burn a particular area T.he *A-fects of
renewed bad weather.... A decision must b reached in
this 3 a.m. session before the day's frot-l:ine attack
crews are given orders at 6 a.m.

An urban fire ground commander is called -.> ?ie scene of a
two-story wood frame building fire in a. xiidential area.
Reports from .itizens aL the scene ind at,- d-at all of

3



the residents are out of the building so he is able to
focus attention on setting fire control strategy. The
I'ire is already well-involved, and judging from the
location of the visible flamnes, color of the smoke, and
smoke concentrations, looks to have started in a
downstairs room, spreading very rapidly into one of' the
upstairs bedroons with very little horizontal spread. The
rate of spread could indicate a combustible fuel source
making the inside attack more dangerous and the progrosis
]oorer for saving the structure. Standard ojerating
procedure is to order roof ventilation and an outside
attack until exposures are protected. However', the
vertical spread is so rapid that it looks as if the roof
may self-ventilate and an- aggressive inside attack may
save the bulk of the structure and contents. He hates to
see these people lose everything, but he's seen these
things go real sour.... He must decide in less than one
minute whether to order all crews inside on hose lines or
wait for the truck crew to ventilate.

'lThese decision ,makers must work quickly to clarify the nature of -.he

situation based on their own cxperience and training and they must decide

which of several conflicting goals should be given priority. The situation

may change as a result of their own actions or other events, so events must be

constaantly monitored and rcass;csscd.

Many of the issues of decision research Iradigms are simply not directly

relevant to these types of decisions. We have found that the very language of

decision models is difficult to translate into operational settings. In one

of our earlier studies of n fire ground commanders (FGCs) (Klein,

Calder-wood, & Clinton-C ., 1985) we were surprised to find the commanders

rejecting the notions that they were "making choices," "considering

alternatives," or "assessing probabilities." They saw themselves as acting

and reacting on the basis of prior experience, and generating, riK)riitoring, and

modifying plans to meet the needs of the situations. Because we found no

evidence for extensive option generation there was little chance to observe

tradeoffs between the utilities of outcomes. Nor could we see any way to



apply the concept of optimal choice. It appeared that a search for an optimal

choice could stall the FGCs long Crougih to lose control of the firefightig

operations. The FGCs were more conccerned with idenLifying actions that were

"workable," "timely," and "cost-effec.ive."

We originally proposed that understanding of these types of decision

events could be increased by focusing on the natural reasoning strategies

being used. An early hypothesis was that analogical reasoning was a primary

basis for making decisions, based on pV'evious work in inference and

predictions (Klein & Weitzenfeld, 1982; Weitzenfeld, 1984). In making

predictions, an individual fre aent ly cstablishes a comtparison case bWsed on

the similarity of the case to a target case. Similarity is not based on

featural matching (e.g. Tversky, 1977), but on an overall judgment about

vhether the comparison cases contains the relevant causal factors.

Adjustments are then made on the basis of differences between the target and

comparison cases in order to make a prediction or inference.

Although we later determined that analogical reasoning was too narrow to

account for the decision processes we were describing, the theoretical

framework that we have developed retains the idea that decision making starts

with an tuderstanding of a situation based on previous experiences and

knowl edge.

We further proposed that laboratory methods using simplified tasks and

inexperienced decision makers were an inherently inadequate basis for building

,m- als that would have applications to natural decision tasks. We wished to

find methods that allowed the contextual constraints that are normally

operating to be apparent. This seems to us the best way of generating

potentially important hypotheses and for increasing the fit between theory and

5



practice. We settled on a quasi-naturalistic approach that has generated a

rich source of data for generating hypotheses and suggesting fruitful avenues

of research.

The next sections describe the theoretical framework, the methods that

were dovp]ox-d within this progrini, aid some of the major imp~lications of the

model for future research and applications.

II. REDGNITION-PRIMED DECISIONS

Although the FGCs we studied denied making decisions in the traditional

sense of "selecting an option," they were clearly making choices and judgments

that affected the course of events. Hoviever the FGCs insisted that they

rarely deliberated about the advantages and disadvantages of the different

options. Instead the FGCs relied on their abilities to recognize and

appropriately classify a situation. Once they knew it was "that" type of

case, they usually also knew the typical way of reacting to it. They would

use the available time to evaluate an option's feasibility before impilenerting

it. Imagery might he used to "watch" the option being implemented, to

discover if anything important might. go wrong. If problems were foreseen then

the option might be modified or rejected altogether.

}or this task environment, this recognitional strategy appears to be very

efficient. The proficient FGCs we studied could use their experience to

generate a workable option as the first to consider. It they had tried to

generate a large set of options and then systematically evaluate them, it is

likely that the fires would have gotten out of control before they could umake

any decisions.

'ibe Recognition-Primed Decision (RPD) model is presented in Figure 1. It

shows the proficient decision maker becoming aware of events that have

F)
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Figure 1: Recognition-Primed Decision (RPD) Model
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occurred, and relying on experience to recognize these events as largely

typical. The simplest case is one in which the situation is recognized and

the standard reaction is implemented. A somewhat more conplex case is one in

which the decision maker performs some conscious evaluation of the reaction,

often using imagery to uncover problems. Thie most complex case is one in

which the evaluation reveals flaws requiring modifications, or the option is

judged inadequate anid is rejected in favor of another typical reaction.

The evaluation function can operate at several levels. The

verification/nonverification of expectancies serves to alert the decision

maker that the situational inderstanding is wrong, and that it is time to

rethink it and gather more information. In addition, individual actions are

evaluated through progressive deepening to see how they will turn out.

'This model clearly includes aspects of problem solving and judgment along

with decision making. In naturalistic settings it is rare to find one without

the others (e.g., see Wohl, 1981). There are three features of the model that

will be discussed: (a) situation assessment, (b) serial evaluation, and (c)

progressive deepening.

Situation Assessment

The experts we studied are able to quickly determine if a case poses any

new challenges. Their experience with a wide variety of cases assures that

most problems they encounter wil) 1-,ave many features similar to what they have

seen before. In other words, they form a situation assessment based on

judgments of prototypicality (Rosch & Mervis, 1975) that activates appropriate

"schemas" or "scripts" (Bartlett, 1932; Kintsch & van Dijk, 1975). If the

judgment is that. the situation is typica], then typi(al opt.ions or standard

operating procedures will be generated. But the judgment is that the case is

8



somewhat atypical, the decision maker will attempt to understand the situation

by analyzing its features for a "best fit" to competing prototypes or schema.

We have identified four different types of information that are relevant

to formulating a situation assessment: (1) plausible goals, (2) critical cues

and causal factors, (3) expectancies, and (4) typical actions.

Plausible goals. Part of what it means to understand a situation is to

understand what will be possible to accomplish. Goals here do not refer to

the context-free goals of decision-theoretic models (generally the maximizing

of some value), but to specific outcomes that a decision maker tries to

achieve (i.e. the context-bound goals of Keeney & Raiffa, 1976).

Because the concept of "goals" can be vague, we suggest that a useful way

to conceptualize goals is through contrast sets (Olson, 1970), since the

selection of a goal also has implications about goals that were not selected.

For example, an FGC could claim that the goal was to "do my job," but this is

scarcely enlightening since there is no reasonable alternative. The more

specific goal of "performing ao interior attack" is meaningful because the

alternatives are to "perform an exterior attack," "perform search-and-

i-escue," "call in a second alarm," or "abandon the effort and take precautions

that the fire does not spread." In other words, the pragmatic meaning of a

goal is communicated by contrasting it to alternative goals.

Critical cues and causal factors. In field settings, there are usually a

great many events to attend to, and novices often feel overwhelmed with

stimuli. Proficient decision makers do not feel this overload. Th,: RPD model

hypothesizes that the formulation of a situation assessment includes

prioritizing critical cues, helping insure that attention is not diverted to

lesc' important cues or events.

9



For example, 'ucs nave iearnea LO quicKly scruLinjZe Lre U1 LLW11U:S.

(This cue has meaning in terms of fire temperature and, by inference, the

types of materials that are burning. Similarly, patterns of smoke convey

information about the intensity of the fire by the pressure with which smoke

is being pushed out of the building. Perceptual cues usually convey causal

implications. Additional types of inforration also have causal implications.

The nature of roof construction may imply vulnerability to damage, affecting

the safety of sending firefighters onto the roof. However, there are times

when the nature of roof construction is less important (e.g., when the danger

is from smoke, not flames). The situation assessment includes attention to

relevant cues and types of information.

Critical cues may also determine the timing of actions. In some of the

fire ground decisions we studied, the decision maker's expertise was in

recognizing when to act ("I held off ventilating the roof until I could see

that the fire was beginning to spread to the attic").

Expectancies. Expectancies function to prepare decision makers for

action and to provide clues for testing whether the situation is correctly

understood. The situation assessment includes expectancies of what is likely

to happen, and when. These expectancies can include a sequence of events, or

a time course for events.

For an inexperienced decision madker, expectancies are poorly formed,

vague, and hard to test. In contrast, an experienced decision maker holds

clear expectancies. If events do not fit these expectancies, the resulting

discrepancy raises questions about whether the situation assessment was

correct. Thus, in one case we studied, an experienced FGC directed a stream

of water at the area believed to be the seat of a fire. If correct, he

10



expected the pattern and color of the smoke to change within 20-30 seconds.

When he saw no changes after about 45 seconds he suspected the seat of the

fire was elsewhere.

The recognition of feasible goals includes expectancies about having

sufficient time for accomplishing the goals. Goais are often linked to a

timetable, which may be revealed in messages indicating whether plans are on

schedule, or ahead of schedule, or "behind the power curve." If time

expectations are violated it will create a feeling of urgency, and possibly a

shift in situation assessment. For example, the FOC in the case cited above

recognized that there was no longer enough time to extinguish the fire in the

apartment building before it became a danger to the occupants. Smoke was

already showing on the fourth floor, indicated that fire had spread to that

area. There was no longer opportunity to direct water down at the fire.

'!Ivpical actions. A familiar situation evokes a familiar set of actions.

It may even be useful to postulate an "action queue" of typical reactions to a

situation at hand.2 Therefore, the concept of situation assessment includes

the identification of typical responses.

It has been asserted that proficient decision makers generate options on

the basis of typicality--what is usually done in such a situation. Other

possibilities are that an option is generated on the basis of recency (what

was done the last time this came up), availability, or other factors. The

generation of options by proficient decision makers is not fool-proof, and

certainly does not invariably lead to optimality. The advantage is that it

2Robert Holt (personal communication) has helpfally suggested the concept

of an action queue in this context.
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effort.

hie recognitizn of a situation includes recognizing actions as well as

recognizing goals and cues. One thing we learned from interviewing proficient

decision makers is that much of their attention was on their own reaction,

primarily the set of orders to give to their troops. In other words, a fire

might feel like a "search-and-rescue" situation more than a "single-family 2-

story home with brick exterior." The emphasis is on a functional

understanding of what. to do, as well as a structural understanding of cues and

relationships.

Serial Evaluation

Serial evaluation refers to the assessment of options one at a time until

a satisfactory one is found. Serial evaluation is different from concurrent

evaluation of options, whereby a set of options is generated and evaluated

comparatively.

This incident, taken from our interview files, illustrates serial

evaluation.

The commander of an emergency rescue squad arrived at the
scene where a young woman, either drunk or on drugs, had
either junped or fallen from a highway overpass. She
probably was attempting suicide by trying to fall to the
highway below. But she missed, falling instead on a
support strut for a highway sign. She was lying face-down
on this strut, semi-conscious. A hook and ladder truck
pulled up, and was directed to the highway below, to block
traffic. Two members of the squad climbed out, and one
pinned her legs to the strut while the other pinned her
firms. The decision was how to raise her to safety without
endangering the crew. The head of the squad told us that
Ie first considered using a Kingsley harness which is the
st.ndard rescue equipment, but in imagining its use he
couid see that it would not work. Since it is attached
from the front, he couldn't see how to push the woman to a
sitting position without risk to all three people. He
imagined attaching the Kingsley harness from the back, but
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saw it would put excessive strain on the woman's back and
so rejected that option. Next, he thought of using a Howd
!;trap, which ties onto a victim (in contrast to a Kingsley
harness which snaps oi), bI saw that it. ran into the same
problems so he rejected it. The next option he considered
was using a ladder belt--a heavy belt that firefighters
wear when climbing up several stories on a ladder, so that
they have a snap to attach to the top rung of the ladder
in case they lose their balance. He imagined lifting her
up a few inches, slipping the ladder belt under her waist,
bucklig it closed (only I buckle is involved) and tying a
rope to the snap attachment. This is the option that. he
selec-:.ed, and the rescue was made.

In this example, the decision maker considered three options (five if you

count attaching the Kingsley harneas and Howd strap from the back), but at no

time contrasted the strengths and weaknesses of one option versus another.

Instead, each option was examined in turn until a workable one was identified.

The decision maker reported that the whole decision took less than a minute.

The work of Simon (1955) is probably the best known discussion of a

serial generation and evalu tion strategy in the behavioral science

literature. Simon dc:--ribed the use of satisficing as a nans of quickly and

efficiently finding an effective option. Satisficing is a process by which

choices are evaluated one at a time until a satisfactory one is found, and

then implemented. It differs from an optimization strategy in which virtually

all options have to be generated and evaluated in oi-der to determine which is

best. Simon claimed that efficient business executives relied on satisficing.

Cyert and March (1963) have also noted the importance of searching for the

first option that works instead of trying to find the best option.

The RPD model extends the concept of satisficing in several ways. It

asserts that the first option selected from the "action queue" is the most

typical option, and therefore has a high likelihood of being effective.

Therefore the proficient decision maker begins with a promising option, making
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satisficing a more powerful strategy than if options were being generated

randomly. The RPD model also asserts that options are selected roughly in

order of their typicality, although other influences are undoubtedly present,

such as recency and availability. Typicality itself is certainly linked to

the concept of representativeness (Tversky & Kahneman, 1974), which under some

conditions can mislead subjects. There is a trade-off here. Proficient

decision makers have gained the ability to be generally successful and to

react quickly. They accept the risk of being sub-optinmal, and of occasionally

having to spend time evaluating an option that is unacceptable.

A serial evaluation strategy as posited by the RPD model continuously

makes available to a decision maker a preferred course of action. If time

pressure forces a response, decision makers are prepared. In contrast, a

concurrent evaluation model would leave a decision maker unprepared for action

during the time course of the analysis. Only when all the analyses were

completed would it become clear which course of action to select.

Progressive Deepening

Progressive deepening is the process of imagining how an option will be

carried out within a specific situational context. It is the attempt to

anticipate each important step, to notice the most likely reaction(s) to that

step, to find the best way(s) to handle that reaction. It is an important

c4iponelt of ,ecogritiomal d-cision ,aking. Progressive deepening enables a

decision maker to forecast the adequacy of a course off action. Within

behavioral decision theory, options are evaluated by comparing them to each

other with regard to how well they satisfy a set of criteria. In contrast,

the RPD model asserts that one action is evaluated at a time. This is done by
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imagining how the action would be implemented within thke specific settirkg. 3

it is like running an "instant pre-play" to see if anything might go wrong.

An example might be useful. The head of a rescue unit arrived at the

scene of a car crash. The victim had smashed into a concrete post supporting

an overpass, and was trapped unconscious inside his car. In inspecting the

car to see if any doors would open (none would), the decision maker noted that

all of the roof posts were severed. He wondered what would happen if his crew

slid the roof off and lifted the victim out, rather than having to waste time

prying open a door. He reported to us that he imagined the rescue. He

imagined how the victim would be supported, lifted, and turned. He imagined

how the victim's neck and back would be protected. He said that. he ran this

imagining through at least twice before ordering the rescue, which was

successful.

One of the first descriptions of this strategy in the psychological

litcrature was in the work of de Groot (1965/1978). He coined the term

"progressive deepening" to describe how chess grandmnasters follow out a line

of play and make sure it does not lead to any blunders. 'De Groot studied

chess players trying to pick the best move in a difficult position. In the 40

protocols he presents, the chess players considered anywhere from 2 to 11

options but almost never compared one option to another.

We have expanded on de Groot's (1965/1978) work by hypothesizing that

within the context of recognitional decision making, progressive deepening can

help the decision maker in a number of ways: find weaknesses in an option;

find ways to repair these weaknesses and thereby improve the option; discover

3Appreciation is expressed to Alexander Levis for discussions about the
importance of imagery for decision making.
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new opijrttunit.ies that arise through implenenting an option; alert the

decision maker to previously ignored dynamics of the situation, thereby

helping to modify the situation assessment.

In some ways, the topic of progressive deepening will overlap t'lti the

concept of contingency planning. However, contingency planning sometimes

refers to systematic examination of plan.s. If the contingency planuler checks

for possible errors and oversights by examining as many assumptions as

po .sible within the time available, this can be a very tedious process that

could bog down in an exponential explosion of different factors and

possibilities. In contrast, contingency planning by progressive deepening

(riables a skilled perforrner to be alert to imiport.ant flaws in a plan without

having to examine everything, and without having to decide what to examine and

what to ignore (which entails first examining every-thing).

Progressive deepening also affects situational understanding. As actions

are imagined, new feaq.ures of the situation may le found, so Figure 1 shows an

arrow leading back from the xx "Imagine Action" to "Recognize the Situation."

III. IMPLICATIONS

The RPD model developed under this contri.ct offers several important

contrasts to normative and prescriptive models. What does the concept of

recognitional decision making have to say about prescrijtive decision models?

First, let us examine such a model.

A strong position on prescriptive decision making has been taken by Janis

and Mann (1977) who recommended that decision mders should be generating and

contrasting options whenever possible. They claimed that decision making is

stressful, that people avoid it when possible, and that many times where

concurrent evaluation between options is appropriate and necessary, it does
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there wis extree time pressure, but it is instructive to examine their ideas

nonetheless.

),'or Janis ard Kann (1977), there are seven criteria to be used in

judging whether decision-making procedures are of high quality. They define

the "ideal" decision maker (p. 11) as one who should:

-- thoroughly caiviiss a wide range of alternative courses of action;

survey the full range of objectives to be fulfilled and the values

implicated by the choice;

-- carefully weigh whatever he knows about the costs and risks of

nlegitive consequcncies, as well as the positive consequences, that could flow

Iron, each alternative;

-- intensdvely search for new information relevant to further evaluation

of the alternatives;

-- correctly assimilate and take account of any new information to which

),e is exposed, even when the iniformation or judgment does not sup)port the

course of action he initially! prefers;

-- reexamine the positive arid negative consequences of all known

alternatives, including those originally regarded as unacceptable, before

making a final choice;

-- make detailed provisions for implementing or executing the chosen

course of action, with special attention to contingency plans that might be

required if various known risks were to ,taterialize.

Janis and Mann (1977) assert that "failure to meet any of these seven

criteria when a person is making a futndamental decision (one with major

consequences for attaining or failing to attain important valu ) constitutes

1i



a defect in the decision-making process" (p. 11). They are well aware of the

problems of making decisions under moderate time stress, and cite research

showing that time pressure leads to a failure to make effective use of

relevant and available information. They label the condition of

"hypervigilance" as one where high conflict exists, along with a belief that a

satisfactory solution exists, but with an apparent lack of time to search and

deliberate. Here, the decision maker is hypothesized to display

indiscriminate "openness" to all information. Janis and Mann (1977)

repeatedly complain that people terminate information searches before all

relevant data are examined.

The framework Janis and Mann (1977) are using is fairly typical of

decision research that has attempted to formulate techniques to improve

decision quality. For most of this work, the perspective taken is one

described above as concurrent evaluation, and as analytical decision making.

The decision maker is viewed as "faced with alternatives", which can be

specified as branches emanating from a single point in a search tree. It s

also natural to speak of the decision maker "considering the consequences"

of each alternative in terms of an analysis of future states (odds/

probabilities) weighed against alternative goals (preferences/utilities).

Techniques such as Decision Analysis and Multi-Attribute Utility Analysis

(MA:OA) have been derived to help the decision maker work out the various

consequences of options.

This perspective leads to the conclusion that humans are limited and

biased decision makers (e.g. Kahneman, Slovic, & Tversky, 1982; Nisbett &

Ross, 1980). It has been a logical step, therefore, to focus decision support

on methods of debiasing judgments (Fischhoff, 1982; Kahneman & Tversky, 1979),
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calibrating probability estimates (Kadane & Lichtenstein, 1982), instructing

in optimal combinatorial methods (Zakay & Wooler, 1984), and the like.

The potential significance of this work is enormous. If it is possible

to develop general methods to improve decision making, then these methods

could be trained and they could be ei.bedded within decision aids to provide a

large improvement in decision quality.

Unfortunately, the payoffs have yet to be seen. Decision aids, to

support the use of Decision Analysis and MAUA, do not seem to have been well

accepted in operational settings. With a few exceptions, decision training

has not been shown to be very effective, and under time pressure such training

has not shown any benefit (Rouse, 1978; Howell, 1984; Zakay & Wooler, 1984).

One way to understand the pcescriptive implications of a recognitional

decision model is to examine some of the standard recomnendations for

improving decision making.

Should Proficient Decision Makers Generate as ManyOptions as Possible?

From the perspective of recognitional decision making, the answer is

"No. "

This recomendation is heard from both decision researchers (e.g.,

Gettys, 1983) and practitioners writing popular books and articles (e.g.,

,3anis & Mann, 1977). In the tin-prestured nv..ron.ent. e studied, there

simply was not enough time to follow such advice. It takes time to generate

and evaluate options, and delays may be intolerable. In addition, the

situation may shift during the analyses so that the whole process has to start

over again. Even in the absence of time pressure we rarely observed

proficient decision makers trying to generate large sets of option-,. In our
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recognize what to do right away and do not need to search further. Therefore,

advice to generate large option sets is telling people to act like novices.

Tie time to develop large option sets is when a situation is encountered that

is unfamiliar, or when there are disputes.

Should Proficient Decision MHakers Try to Rely on Ana]ytij(al Methods,

Iric] ud i rConcurrent. Eval uation of Options, Wherever Possible?

Again, the answer .s "No."

A recognitional decision strategy is a valid use of expertise in decision

tasks and is a strong alternative to a generation/comparison strategy. In a

recognitional strategy the expertise of the decision maker comes out. in the

identification of the appropriate option to consider, rather than in the way

evaluation dimensions are selected or weighted or options are ranked.

The d-wger is riot. just that, by requiring proficient decision makers to

perform nalv-tical decision making and concurrent evaluation, they will then

be forced into performing sub-tasks that are tinie consum.-ng arid inefficient.

'he greater concern is that they will be unable to make effective use of their

own expertise. The Decision Analysis and MAUA approaches may not leave much

room for the recognitional skills of experienced personnel. Therefore the

risk of using these approaches is that decision performance will become worse,

not better. In addition, trainees may not have a chance to develop expertise

if they learn to rely on the analytical methods rather than developing their

own recognitional capabilities. Remember that novices lack the recognitional

skills needed to effectively perform recognitional decision making. It should

riot be difficult to convince novices to rely on analytical decision aids,
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necessary for recognitional decision making.

I)o Human Operators Have Too Mfxj Jutgnt Biases to be Entrusted with

Decisions?

The answer to this question is also negative.

IVesearch on such biases as availability, representativeness, poor use of

probabilistic data, and so on, has created an impression that people are

inherently flawed decision makers. The implication is that we should develop

Lraining programs to reduce biases, rely on decision aids, and train special

deci'ion consultants.

These biases have been demonstrated in settings where context has been

(arefully limited, tasks are well-defined, and experience level is usually

low. In other words, the opportunity for effective recognitional decision

making has been limited, and attempts to apply recognitional decision making

lead to errors. How well do these data generalize to actual decision tasks?

Christenseri-Szalanski and Beach (1984) has argued that these classical

decision biases are artifacts of laboratory methodology and of the analytical

perspective; they showed that studies of novice decision makers usually found

evidence for biases whereas studies of experts usually documented their

strengths. Christensen-Szalanski (1986) has also shown that judgment biases,

(yven if they exist outside the laboratory are of little importance in decision

flaking since the proportion of actual decisions they affect will be quite

small. That is, the biases primarily operate on very low frequency events

(e.g., a clear bias in the way physicians diagnose pneumonia would lead to an

average of only one missed diagnosis per year). And if the frequency of such

events increases, so will experience with them, thereby diminishing the bias.
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Furthermore, Christensen-Szalanski cites a series of studies showing that

"biased" decision processes do not lead to much reduction in the quality of

the decisions. For example, miscalibration bias is clear cut but has almost

no effect on accuracy of forecasting.

Furthermore, some tendencies that show up as biases for well-defined

laboratory tasks may be of value in the field. "Biases" such as availability

and representativeness reveal the fact that proficient decision makers have

learned to rely on episodic memory. They can store earlier experiences as

potential earlogues to guide future performance. Surely the skilled use of

episodic memory would be a strength for proficient cognitive performance in

general, rather than a weakness for handling abstract story problems about

female bank tellers (e.g., Tversky & Kahneman, 1983).

The optimization model has gained prominence as a normative model in

psychology, despite its bases in statistical analysis and economic theory.

Decision Analysis and Multi-Attribute Utility Theory with their emphasis on

generating many options and then evaluating them systematically, has been

likened to a process of evolution (Cooper, 1987). Success is achieved by

starting with diversity and then applying stringent criteria for continuation.

In studies with naive subjects, it has made good sense to encourage them to be

creative and generate many options. Furthermore, if we have more faith in our

conscious abilities to analyze and evaluate options than in the non-conscious

abilities to generate the options, then we have a procedure where the

important part is done in a way that can be controlled, observed, and

improved. However proficient decision makers can rely on recognition to

generate an option that is usually workable. We may not know how they do
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this, and we may never be able to bring this skill under conscious control,

but we should not ignore or deny it. And we should try

not to develop prescriptions that interfere with recognitional decision

making.

Summary

How can we characterize the major points of difference between

recognitional and analytic decision making? There are seven important

differences.

One difference is the focus on situation assessment rather than on the

s;election of an option. A recognitional model presupposes that the task has

been recognized as being familiar in some important ways, so that the decision

a iker understands the plausible goals, cues and variables to monitor,

expectancies, and the typical reactions. Descriptive models of analytical

decision making have generally not addressed situation assessment.

Prescriptive models like Decision Analysis regard situation assessment as a

construction of states of the world, but have more to say about the

consequences of selecting individual options.

A second difference is the mechanism for generating options. For

analytical decision matking, the assumption is of a fairly random process

requiring careful evaluation. In contrast the RPD model describes how

proficient decision makers can generate promising options as the first ones

considered.

A third difference is that the RPD model concentrates on satisficing

whereas analytical models have emphasized optimizing.

A fourth difference is about the nature of the evaluation. Analytical

models deal with strong techniques for performing concurrent evaluation. The
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RPD model describes decision makers as relying on progressive deepening to

perform serial evaluation. The decision maker's task is seen as anticipating

the outcome of implementing the typical reaction.

A fifth difference is in the treatment of options. The RPD model views

options as being elaborated during the progressive deepening process.

Limitations are found but the decision maker often tries to find ways of

overcoming them, thereby strengthening the option. In contrast analytical

models treat options as completed; attempts to modify and improve options

would disrupt the evaluation process.

Sixth is the use of imagination. The evaluation process relies on the

decision maker's ability to imagine how the option will be carried out, using

world knowledge to anticipate pitfalls.

Seventh is response availability. Decision makers almost always will

have an option that is ready to implement if time runs short; they only have

to curtail their evaluation. In contrast an analytical strategy prevents a

decision maker from kxiowing which option is favored until all the computations

are completed.

What type of model is the RPD model? It is a descriptive model, derived

from observations made in field studies. We primarily examined proficient

decision uakers, often driven by time pressures, but some of tWhe studies

examined less proficient decision makers and incidents that were not so time

pressured. We have studied non-routine incidents, and in some studies we have

probed only decision points that were non-routine, since we expected that such

decisions would be most. likely to reqire analysis. Even so, we found that

the proficient decision makers were relying on recognitional strategies.
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The RPD model is also a conceptual model, a frnework for understanding

how people function under operational conditions. In its present form it

lacks the set of clear postulates that would allow it to be used to generate

testable hypotheses. Thus, it is hard to imagine how the RPD model could be

rejected. In the presentation of research findings, data were cited that

sopported the model but there was no presentation of negative research,

because it is not clear what would constitute negative findings. For this

reason, it anticita(d that Lhe model will have greater value for applied

questions than for generating basic research.

Is the RPD model pertinent, to decision making? Since the model describes

processes where concurrent evaluation of options is avoided, and since it hias

bee claimed that they are the core of making a decision, the model may more

appropriately be considered a description of problem solving than of decision

making.

Berkeley and Humphreys (1982) treat decision making as concurrent

evaluation. They define decision making as "the moment of choice among

alternative immediate acts the decision maker has under consideration."

(p. 203) This general type of definition is fairly standard in the field.

Under this definition, we have not been studying decision making.

However, this definition may be too restrictive. It defines a phenomenon

that is rarely encountered outside of laboratory conditions. The people we

studied included fireground commanders with over 20 years of experience, and

they claimed that they hardly ever used concurrent evaluation of options. Yet

they were handling tasks that called for the allocation of personnel and

equipment. And they uere able to identify a numoer of "decision points" where

reasonable options existed, options that someone with less experience might
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well have chosen. Isenberg (1984) has also reported that business executives

could recall few instances in their entire careers where they made decisions

using concurrent evaluation about options. If these people are riot making

decisions, how relevant is the concept of decision making to applied

psychology?

Of course, our data consist of verbal reports. It is quite conceivable

that the people we studied were actually performing concurrent evaluation, but

were doing it unconsciously or had forgotten about it. But the burden of

proof shifts to the proponent of unconscious concurrent evaluation, to

demonstrate that this phenomenon occurs and to explain how it is done. Until

such proof is offered, there is no compelling reason to believe in the

phenomenon of unconscious concurrent evaluation.

A more useful definition of decision making may be: identifying a course

of action at a point where meaningful options exist. Under this definition,

the decision maker does not have to consider more than one option actively.

What makes it a decision is that meaningful options do exist and that the

decision maker can articulate them if necessary. The focus here is on the

task, not inside the head of the decision maker. It would allow us to compare

how experts and novices perform the same task, contrasting their strategies.

We could also study how changing the task conditions affected experts and

novices differently. With the Berkeley and Humphreys (1982) definition it is

natural for researchers to study naive subjects to make sure they are not

using recognitional capabilities to avoid concurrent evaluation of options.

]ipshitz (1987) takes an even more extreme position than ours. He argues

that decisions are fictions, artificially created under laboratory conditions.

In naturalistic settings people function in a seamless web of intentions and
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are being made. and that distinct goals are being identified. These concepts

may be helpful in coirmunicating, but they are also misleading. Looking at the

flow of activities during a critical incident, it is clear that there are an

infinite number of potential choices, and countless possibilities for decision

points. Similarly, goals are not simply presented or deactivated. The actual

situation may include a variety of intentions which will increase or decrease

in importance, sometimes gradually and sometimes suddenly; it is misleading to

segment out one or two intentions at the point where they were suddenly given

prominence and pretend that these were the decision maker's goals.

Lipshitz's (1987) arguments are consistent with the observations we

gathered during our interviews. We have adopted a less stringent definition

than Berkeley and Humphreys (1982) because we judge their definition as too

limited to be valuable for applied research. Lipshitz's position is even less

stringent than ours but we will have to see how useful it is for providing

direction for improving task performance. This is a key criterion--how

helpful is each theoretical position to professionals wo-king on applications?

Theoretical hairsplitting can go on forever; guidance is needed today.

IV. REVIEW OF STUDIES

Our primary means of data collection was a Critical Decision method

(Klein, Calderwood, & MacGregor, in press) developed under this and related

contracts. It will be helpful in interpreting the specific results reviewed

in this section to briefly outline key features of the method.

Overview of Critical Decision Methcd

The Critical Decision method is a retrospective interiewing strategy

that shares many features with other methods, especially those related to
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Flanagan's (1954) critical incident technique. Specific features of the

technique include its focus cn non-routine specific cases, and the use of

probes to elicit information that may not be offered spontaneously.

The method was designed to strike a balance between a host of research

objectives and practical constraints. For example, direct observations of

conimand decisions coupled with an on-going verbal protocol of a commander's

thought processes was first considered (see Hoffman's (1987) Method of Tough

Cases). However, such an approach was deemed impractical in this case. Not

only are challenging incidents relatively rare in any single location and

expensive to cover because of the extreme time pressure, but the nature of the

task makes any risk c_ outside interference untenable. We have used on-site

observations to develop requisite domain knowledge prior to performing the

actual elicitation task, and whenever possible to augment the data gathering.

At another extreme, simply asking fire ground commanders for unstructured

accounts of their decisions would have resulted in little more than unrelated

"war stories." Our goal was to focus the expert on those elements of an

incident that most affected decision making, and to structure responses in a

way that could be summarized along a specified set of dimensions while still

allowing the details to emerge with the commander's own perspective and

emphasis intact.

Core Procedures

The procedures adopted for the Critical Decision interviews represent our

solutions to meeting these goals and practical considerations. The basic

procedure can be summarized in the following steps:

Step 1: Select incident. Incidents were typically self-selected by the

mnurimndtr wi th thp cnrift on that. the e-~c;e -shoiil reresent. a "co~wmvand
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challenge;" that is, they should illustrate a situation in which a decision

had a significant impact on the outcome (either successfully or

unsuccessfully). This selection criterion is common to critical incident

methods (e.g. Klemp & McClelland, 1986) as a means of obtaining the most

detailed and accurate reconstructions. In some cases incidents were selected

by the interviewers or by supervisors during on-going operations.

Step 2: Obtain unstructured incident account. The participant is asked

to describe the incident from its onset (e.g., the time he received the alarm)

to the time when the incident was judged to be under control. For the most

part this account proceeded without interruption by the interviewers, except

for minor points of clarification. The procedure accomplished several goals.

First, it created a context for understanding on the part of the interviewer.

Second, the account served to activate the officer's memory of the event as a

context for questioning. In addition, we judged that the procedure helped us

achieve a high level of cooperation from the officers by establishing us as

listeners rather than interrogators. During on-site observations this step

might be very brief or eliminated.

Step 3: Construct incident time] inc. After the incident had been

related, the interviewer proceeded to reconstruct the account in the form of a

timeline that established the sequence and duration of each event. Events

included both objectively verifiable occurrences (e.g. "the second alarm

equipment arrived two minutes later") and thoughts and perceptions reported by

the officer (e.g. "the color of the smoke indicated the presence of a toxic

substance," "I thought I might have to cail a second alarm at this point").

The timeline served to establish a shared awareness of the "facts of the

case." Many times inconsistencies in the account could be deLected and

29



corrected on the basis of the timeline, and missing facts filled in. In

addition, questions about. the timeline focused the officer's attention on

events from more than a single time perspective, an approach having

demonstrated utility for obtaining accurate eyewitness testimony (Geiselman,

Fisher, MacKinnon & Holland, 1985).

Step 4: Decision point identification. During the timeline

construction, specific decisions were identified for further probing. In some

cases the verbal cues marking a decision were obvious (e.g. "I had to decide

whether it was safe enough to send my crews Liside"), but this was not always

the case. In other cases, it would be clear that an officer was taking one of

several possible courses of action or was making a judgment that affected the

outcome, but there was no clear indication that the officer saw himself as

"making a decision" at this point. A decision point was probed if the

participant confirmed that other reasonable courses of action were possible or

that another participant (perhaps one with less or greater expertise) might

have chosen differently.

Step 5: Decision point probing. Different studies have used different

probes, depending on the objectives of the projects. Interview Guides

included in the complete study reports indicate the wording of questions that

were systematically asked as part of the interview. Table 1 summarizes the

probe types that have been routinely used.

Questions to elicit the details of cue usage were almost always asked

first as part of the timeline construction, and represented the current

information that was likely to have been heeded at each event time. Prior

knowledge was also probed. We had a special interest in eliciting any recall

30



of prior experiences that influenced the officer's size-up or expectancies

about a situation. Such specific remindings were coded as analogues.

Table 1

Critical Decision Interview Probes

ProbeType Probe Content

CIEM What were you seeing, hearing, smelling...?

KNOWEDGE What information did you use in making this
decision, and how was it obtained?

ANAIDGU Were you reminded of any previous experience?

GOALS What were your specific goals at this time?

OPTIONS What other courses of action were considered, or
were avai]able to you?

BASIS How was this option selected/other options
rejected? What rule was being followed?

).X21l1:NCE What specific training or experience was necessary
or helpful in making this decision?

AIDING If the decision was not the best, what training,
knowledge, or information could have helped?

TIME PRESSURE How much time pressure was involved in making this
decision? (Scales varied.)

SIMhATION ASSEZSMKENT Imagine that you were asked to describe the
situation to a relief officer at this point, how
would you smmarize the situation?

HMPCYfl-ITICALS If a key feature of the situation had been
different, what difference would it have made in
your decision?
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Study 1: A Critical Decision Study-of Ex-ert id Novice Fire Ground Coxwmand

Dccisions

Goals. The goals of this study were to model the decisions made by

experienced urban fire grou-d cosuaiders (FGCs) using the Critical Decision

method and to develop methods of analysis that would aid in understanding the

role of experience in decision makzing.

Method. Critical decision interviews were carried out with 12 "Expert"

and 12 "Novice" FGCs employed by six professional midwestern urban fire

departments. Experts had an average of 19.5 years of fire fighting experience

with an average of 11 years as an officer. Novices had an average of 10 years

of fire fighting experience and less then two years as an officer.

Coding. Each decision was classified into one of nine types. The types

were defined in terms of the intersection of two conceptual dimensions.

Dimension tl reflected serial or concurrent evaluation. This contin-mfn is

anchored on one end by choice involving little or no deliberation by the FGC.

For these events, the FGC's actions appeared to be based prima rily on his

previous experience with similar events. When conscious delileration did

occur it frequently involved identifying and clarifying the nabire of the

situation itself or the specifics of action implementation or timing. These

processes are comnonly relegated to "predecision" stages or studied as aspects

of monitoring or supervisory control, but we found them to be inseparable from

d3.cision making in this natural context. At the other end of the continuum

were decisions fitting the definition of decision making more closely, in

which action chcces were deliberated in an attenpt to meet multiple and

sometimes conflicting goals. Dimension #2 reflected the degree to which the



(uption) components of the decision problem.

Additional coding categories assessed whether a specific analogue had

entered into the decision process, whether imagery was used, how quickly the

decision was made, and whether the decision involved future planning.

Results. Fifty-four percent of the decision points were SA decisions.

In these cases, identification and recognition of the situation allowed a

choice of action to be generated and implemented without further deliberation.

In 14% of the decision points, implementation and timing of a highly preferred

or standard option was the fost crucial issue. Even in the 321A of the cases

that involved evaluation between options, 14% were serially evaluated, Thus,

only 18% of the decisions fit the classical definition of decision making as

concurrent evaluation between options.

E.Kperts and Novices were roughly equally likely to deliberate about

options. However, Experts used an approximately equivalent mix of serial and

concurrent strategies whereas Novices appeared to rely more on concurrent

deliberation. Experts were also more likely to delibera. e about situational

aspects of the decision problem, whereas Novices deliberated more about option

implementation and timing. Experts also appear to construct novel option

solutions much more frequently than Novices, and to report the use of imagery

and evaluate potential options more frequently than Novices. Finally, E:perts

were almost twice as likely as Novices to consider future contingencies in

their decision making.

Publication: Calderw,?ood, R., Crandall, B., & Klein, G. A. (1987). Exe t

and novicefire ground command decisions (KATR-858(D)-87-02F). Yellow

Springs, Oi: Klein Associates Inc. Prepared under contract MIA903-85-C-0327)

for U.S. Army Research Institute, Alexandria, VA.
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Study 2: A Critical Decision Study of Distributed Decision Making in Wildland

F i re figh ting

Goal. The goal of this study was to investigate decision strategies ised

by highly experienced connanders as they coordinated the efforts of thous vds

of firefighters during a large wildland fire. In this way we hoped to learn

about decision-making strategies employed by command level experts in a high

risk, often rapidly changing, distributed decision environment.

Coding. Coding followed the scheme developed in Calderwood, Crandall,

fand Klein (1987), except that the possibility that multiple decision

strategies might be used was recognized by allowing multiple codes for a

single decision point.

Method. This was an observational study carried out over eight days.

Highly expert, cormand level, wildland firefighters working within the

Incident Coimand System were observed and interviewed as they managed the

suppression of a large forest fire. Seventeen very experienced members of two

national Overhead Teams served as oarticirmts in this study. Critical

Decision interviews were conducted by two on-site observers to determine the

nature of the decision making strategies these experts used while performing

their counrnand-and-control activities.

Findings. As predicted, these experts relied heavily upon recognitional

decision-making strategies. This was more pronounced in areas in which they

had the greatest expertise. At many decision points they did not need nor

have the luxury to deliberate among options. However, for decisions involving

organizational issues and interpersonal negotiations (28% of the incidents

identified as critical), we found a predominance of analytical strategies in

which several options were evaluated concurrently.
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Many of the complications of distributed decision tasks we had

anticipated did not occur. Thiere was little problem with information

overload. Communication channels were limited but were used effectively.

There was open conuiiurication about, di fferences in the way situations were

perceived and goals were formulated, but these were controlled so as to

maintain team cooperaticn and morale.

Publication: Taynor, J., Klein, G. A., & Thordsen, M. (1987). Distributed

decision making in wildland firefighting (KAT-R-858(A)-04F). Yellow Springs,

OH: Klein Associates Inc. Prepared under contract MDA903-85-C-0327 for U.S.

Army Research Institute, Alexandria, VA.
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Study 3: A Critical Decision Study of Decision Making in Armored Platoon

Cormnand

Goals. This study was conducted to investigate the validity of

laboratory based decision models for describing how Novices attain experience

in armored platoon command. A primary focus was the Novice decision makers'

description of contextual cues present at the time of the decisions.

Investigators construicted a representational system for the cues and topics

related by the Novice decision makers. These were compared to reports of the

same decision situations related by experienced instructors who had observed

evaluated them.

Method. CDM interviews were conducted with three classes of Armoc

Officer Basics over days three to six of field training exercises at Fort

Knox, KY. Two observer/interviewers identified decision situations and

interviewed student platoon leaders within twenty minutes of their completing

the exercise scenarios. One observer rode in the elatoon leader's tank during

the exercises and then interviewed the trainee. The other interviewed the

instructor who rode on top of the platoon leader's tank.

Coding. Three types of data were collected from the students in the

interviews: the type of decision situation and decision strategy used, the

cues and knowledge available to the student during the time of the decision,

and self-performance ratings on a) tank and b) platoon actions as a result of

the decisions. Instructors also reported cues and knowledge available and

rated students' actions on the same performance scale piesented to the

students.

Results. The contextual cues and areas of knowledge students reported in

their decision accounts were very similar to information offered by the
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instructors. This suggests that performance difficulties were not generally

the result of inattention to appropriate environmental cues but

misinterpretation of the cues' importance. Analysis of the students' decision

strategies revealed two main methods of resolution: 1) limited option

deliberation and 2) recognition-primed decision implementation. These two

m,,ethods were approximately equal in frequency. The students' high use of the

latter type of strategy is consistent with our earlier research on more

experienced personnel in other domains and supports the validity of a

recognitional model for decision making at lower levels of expertise as well.

The number of analogues reported by the students was fairly stable across

the observed training period and demonstrates that novices also use previous

experience to guide decision making. Interestingly, analogues were helpful

only about half of the time. On the remaining occasions the impact of

analogues was mixed, ranging from neutral to disruptive.

One area in which some very interesting results surfaced was in the

differential use of "hypotheticals" by the armored officer basic students

(AOBs) used as compared to the more experienced track command instructors

(TCIs). "Hypotheticals" reflected an evaluation of possible alternative

future states. Overall, the AOBs showed a much weaker inclination to consider

these hypotheticals. In addition, the more abstract the hypotheticals were,

the greater the discrepancy between the number considered by the TCIs versus

the AOBs. Terrain and factors concerning one's own tank were considered to be

concrete hypotheticalF, while platoon control, other friendly support,

communications, and enemy unit hypotheticals were considered more abstract.

As mentioned earlier, the frequency of situational assessment statements

was roughly equivalent for AOBs ard MC3s. However, the primairy area where a
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discrepancy in SA did occur was in use of hypothetica]s. While it does not

appear that the AOBs are less attentive to SA information, it does seem that

they are not yet able to select the most effective information to use to

generate available options.

Publication: Brezovic, C. P., Klein, G. A., & Thordsen, M. (1987). Decision

makingin armored platoon command (KATR-858(B)-87-05F). Yellow Springs, OH:

Klein Associates Inc. Prepared under contract MDA903-85-C-0327 for U.S. Army

Research Institute, Alexandria, VA.
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Study 4: fHow Do Pegple Use Analogues to Make Decisions

Goal. The purpose of this project was to examine the data we had

gathered using Critical Decision method to learn more about analogical

reasoning and its role in decision-making.

Method. Data from Critical Decision interviews collected in five studies

was reexamined for evidence of analogue use. The studies included two studies

of urban fire ground command (Calderwood et al. 1987; Klein, Calderwood, &

Clinton-Cirocco, 1986), a %tudy of decision training during tank platoon

exercises (Brezovic, Klein, & Thordsen, 1987), a study of decisions made

during a wildfire incident (Taynor, Klein, & Thordsen, 1987) and a study of

Air Force design engineers (Klein & Brezovic, 1986).

This data base contains over 400 decision points in all, culled from

interviews with over 100 decision makers. The data were analyzed and compared

in order to gain a broader understanding of the role of analogical reasoning

in decision making. A total of 33 analogues were identified in enough detail

to analyze the func tions served by the analogue.

Results. Three functions of analogical reasoning u-re identified, 1)

understanding situational dynamics, 2) generatirg options, anid 3) evaluating

the probable success or failure of implementing an option. Several tentative

conclusions were also offered:

* Analogical reasoning is reported relatively infrequently by experts,

]erhaps because the individual cases have often merged into prototypes.

* When analogical reasoning occurs, it is often critical for success.

For experts, it often emerges during non-routine cases.

* Novices appear to rely more heavily than experts on analogical

reasoning, but have not learned how to apply the analogues, modify them, or
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reject them. Therefore almost half the analogue use by novices results in

poor choices.

lublication: Klein, G. A., & Calderwood, R. (1988). How do people use

analogues to make decisions? Case-Based Reasoning Workshop, sponsored by

IDefense Advanced Rcscar-ch Projects Agency (I)ARPA), Clearwater b-ach, FL.
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Study_5: The Effect of Time Pressure on Expert Decision Making

Gual. The study investigated the effect of time pressure on the

decisions made by chess players at two different levels of skill. The

hypothesized results were based on assumed differences in the temporal

requirements of calculational and recognitional modes of processing.

Calculational processes, such as generating move-countermove sequences in

order to evaluate outcomes, are relatively time dependent. When time

constraints are imposed, calculations must be either truncated or omitted,

thereby impairing performance. Recognitional processes, on the other hand,

are defined as rapid and holistic. Performance based on recognitional

pf-ocesses should therefore be relatively insensitive to time constraints.

Thus, wc anticipated an interaction between time pressure and playing skill on

move quality in chess. An obtained interaction would provide converging

evidence for the claim th. highly-skilled decision makers rely more on their

recognitional abilities thi'i do less skilled individuals.

Method. The rated quality of moves for very strong (masters) and weaker

(class B) players was compared for tournament games played under regulation

(at least 50 moves in two hours) and blitz (6 minutes total playing time per

player) time rules. Tournaments were arranged as double round-robins wherein

each of three players at each skill level played each of the other players

four times, twice for regulation and twice for blitz games. This design

resulted in 24 games, six in each of the conditions resulting from crossing

the player-skill and game-type factors. Moves were rated for quality on a

5-point scale by a chess grandmaster.

Results. Results of the analysis of move quality ratings supported the

predicted interaction between skill level and game type. That is, the
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decrement in move quality for blitz games compared to regulation games was

greater for the class B players than for the nasLers. The validity of the

interaction was supported by the fact that masters were more able to maintain

higher quality moves in the blitz condition at the same time that they

generated a substantially greater number of moves, and proportionately more

complex moves, than the class B players. These results were interpreted as

supporting the view that more highly skilled players c rely more extensively

on rapid recognitional processes than less-skilled players. Of course, this

does not rule out the possibility that given adequate time, more highly

skilled players may also calculate more extensively and more profitably than

weaker players.

Publication: Calderwood, R., Klein, G. A., & Crandall, B. W. (Ir press).

Time pressure, skill, and move quality in chess. American Journal of

P]sychology.
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Study 6: Classification of Decision k'ents

Goal. Over 50 published articles were reviewed relevant to event

classification, prototypes, schemas, skill development, and "pre-decisional"

decision processes. The goal was to synthesize the findings in order to

suggest a framework for studying situational assessment processes.

Findings. Several surprising "holes" in our knowledge relevant to these

areas were uncovered and summarized.

* There are surprising few links between the decision making literature

and the literature on concept formation and categorization. Yet, the RPD

framework suggests that a major component of decision making is in how an

event is understood and classified.

* Little is known about natural event classification. Classification

stimuli have tended to be objects or unidimersional concepts.

* The closest analogue to event classification may be in problem-solving

studies which have used psychological scaling technigues to uncover and

represent the "dimensions" on which simil&rity judgments are made. Many of

these studies have :zompared the derived representations of Ea-pert and Novice

performers in order to draw inferences about the nature of skill development.

However, these investigations have not considered how context may influence

the judgments on which the clustering solutions are based. Nor have they

considered how context might interact with skill.

Publication: Based on this literature review, a dissertation was

proposed by the second authior and accepted by the Psychology Department of the

University of New Mexico. The study results will be sumbitted for

publication,
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Study 7: Protocol Anaysis f FirertLNviire Ground Decision jking

j)tiring Simulated Incidents

Goal. The goal of this study was to experimentally demonstrate the

suggestive findings obtained in previous studies in this series. Whereas the

previous investigations have relied on retrospective interviews to probe for

information, the present study obtained think-aloud protocols during simulated

incidents. Thus, this approach would offer the first opportunity to judge the

content and strategy differences of Expert arid Novice decision makers

unconfounded by differences in the type of incident and the information

available in the situation.

The study was designed to address several inter-rela-ed issues of

relevance to RPD model development:

* Does this alternate method provide convergent evidence for the serial

evaluation strategy described by the RPD model?

* Does the method provide a technique for cxamining progressive deepening

and imagery as a means of option evaluation?

* What aspects of situation assessment are spontaneously reported -- what

cues, inferences, and goals are associated with command decisions?

" To what extent are these factors associated with domain expertise?

Method. Three simulations of fire ground incidents were developed. Key

events of actual incidents were recreated using an audio-visual format to

present the details of the incident from the commander's perspective. The

simulation presents relevant radio communication and a series of graphic

slides of an incident from the time of the initial alarm to a point where the

incident has been brought under contrcl. All events are depicted from the

point of view of the FGC. A narrator supplies needed background information
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that would be known to the commuder or would become available in other ways

during an actual incident. Key events are portrayed in near real-time. In

their final form, each simulation contains multiple decision points that span

the duration of tie incident. The tape is stopped at these points allowing

the participant, asstuning the commander's role, to think-aloud about any

decisions he would make at this point.

Twenty-two professional firefighters participated, 11 Experts and 11

Novices. Expert/Novice ranking was made on the basis of overall command

experience and an ability rating made by the Chief of Suppression Officer of a

major urban fire lepartment {:'m which participants were drawn.

Coding. A coding procedure was developed and tested for inter-coder

reliability. The method classified each protocol remark into 12 independent

categories related to cus, knowledge, actions, and goals. In addition,

evidenie for both RPD and concurrert. dci sion st.ratedie., imagc.ry and analogue

use, progressive deepe*ning, and possible errors were noted when they occurred.

Results. Analysis of the frequencies of the remark categories

substantiated the hypothesized differences in decision "focus" for E.perts and

Novices. Experts appeared to pay more attention to assessing the situation

(noticing cues and making inferences based on the cues), whereas Novices pay

relatively more attention to generating and evaluating options.

A content analysis based on a conceptual node graph of the remark

categories was performed. This graphing method proved to be a powerful

interpretive tool for abstracting within group commonalities and highlighting

between group differences. The node graphs supported the idea that both

situation assc(:_nent and action schemas were richer and more elaborated in the
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Fxpert group. It also revealed underlying "decision points" that were

difficult to detect in individual protocols.

Publication: The full report (ProtocolsArnalysis of Fxp_ _ Nvice Commnand

DecisionMkinjg DuringSimulated Fire Ground Incidents by R. Caldenwood, B. W.

Crandall, & T. H. Baynes) of the study is included as Appendix I of this final

report.
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